	Contagion and computational modelling in financial networks

	

	YOU CAN CHOOSE ANY PROGRAMMING LANGUAGE TO SOLVE THE CASE.



	First part:


The step how the financial network should build is in the working paper1.


	Generate ER (erdos renyi)network

	N=number of node  (banks)

	P= connection probability

	

	The links between the nodes are the weights.

	

	The weights are calculated by this rule: 
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  Also these two values A(IB)= 0.2 and A(M)=0.8 are not changing.


	

	

	It has been explained in the attached the working paper (working paper 1) that you have to follow very carefully in this part!

The start is to generate and simulate network with small size first a for example with 6 nodes then if it is working try the simulation with 100-200 nodes.

	

	The solution for the first part is ended if you got this graph:
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	An example for Simulation:

	

	Choose a node randomly to be failed

	How many banks failed after the initial bank fail

	N= at least 100     bank number 2 fail  10 bank more failed  contagion happened

	

	We are doing this simulation 200 times  150 cases contagion happened  frequency 150/200  average over contagion cases.

After you got the perfect exactly the same shaped graph for this part you can start to do the second part.


	

	Second part:

	Stochastic block model simulation (do the same things as in the first part with the same data, but in this case the average degree is fix but the µ is different.)



	I attached a working paper2 for this part that you should follow. 


	To explain the a stochastic block model (SBM) is an extended version of Erdos-Renyi (ER) network (i.e. ER network with communities).

	While ER network is characterized by the connection probability p, the SBM is characterized by p and mu together.

	The parameter p determines the average degree (i.e. number of link in the SBM), whereas μ determines how separated two communities are.

	

	Please try, for example, μ=0.5, 0.1, 0.01 and compare the results with the case of ER network.

	When mu=0.5, the result should be same as the result of ER network.


The most important part from working paper 2:
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	Mu (µ)  is a quantity showing how many links are outside of communities (i.e. not within communities) and called 'mixing parameter' because it shows how mixed (not separated) communities are mixed.

	mu is defined as: mu = (number of inter-community links)/(number of all links)

	

	

	Let us consider a network with two communities.

	If mu=0, there is no link between these communities. All links are located within communities (i.e. all links are intra-community links: nodes in the same communities are connected to each other)

	If mu=0.5, the number of intra-community links and the number of inter-community links are same (i.e. communities has no meaning).

	

	We use this mu to generate a stochastic block model (SBM), a random model for networks with communities.

	In fact, SBM is a kind of extended version of Erdos-Reyni (ER) model. 

	While ER model requires N and p as input parameters, SBM requires N, pintra, and pinter as input parameters. (pintra is connection probability among intra-community nodes and pinter is connection probability among inter-community nodes).

	

	For an SBM having N nodes, the average outdegree z, and the mixing parameter mu, we can get (I skip the detail but you can derive the following probabilities if you try): 

	pintra = 2*(1-mu)*z/(N-1)

	pinter = 2*mu*z/N

	

	As an example, let us consider a SBM with two communities (Nodes 1,2, .., 50 belong to community A and nodes 51, 52, ..., 100 belong to community B). 

	The parameters for the SBM are given as N=100, z=4, mu=0.1.

	

	Then, the expected number of links in the network M=N*z = 400 (Note that we are dealing with directed network).

	Since mu=0.1, the expected number of intra-community links = (1-mu)*M = 360 and the expected number of inter-community links = mu*M = 40.

	

	A brief algorithm to generate this SBM is given as below:

	

	Node pair

	(1, 2) -> Both nodes 1 and 2 are in the same community (i.e. intra). Thus we make a directed link from node 1 to node 2 with probability pintra=2*(1-0.1)*4/99

	(1, 3) -> Both nodes 1 and 3 are in the same community (i.e. intra). Thus we make a directed link from node 1 to node 3 with probability pintra=2*(1-0.1)*4/99

	...

	(1, 50) -> Both nodes 1 and 50 are in the same community (i.e. intra). Thus we make a directed link from node 1 to node 50 with probability pintra=2*(1-0.1)*4/99

	(1, 51) -> Node 1 and 51 are not in the same community (i.e. inter). Thus we make a directed link from node 1 to node 51 with probability pinter=2*0.1*4/100

	(1, 52) -> Node 1 and 52 are not in the same community (i.e. inter). Thus we make a directed link from node 1 to node 52 with probability pinter=2*0.1*4/100

	...

	(1, 100) -> Node 1 and 100 are not in the same community (i.e. inter). Thus we make a directed link from node 1 to node 100 with probability pinter=2*0.1*4/100 

	(2, 1) -> Both nodes 2 and 1 are in the same community (i.e. intra). Thus we make a directed link from node 2 to node 1 with probability pintra=2*(1-0.1)*4/99

	(2, 3) -> Both nodes 2 and 3 are in the same community (i.e. intra). Thus we make a directed link from node 2 to node 3 with probability pintra=2*(1-0.1)*4/99

	...

	(99, 100) -> Both nodes 99 and 100 are in the same community (i.e. intra). Thus we make a directed link from node 99 to node 100 with probability pintra=2*(1-0.1)*4/99 

	

	

	

	The goal is to compare the extent and the frequency of contagion in an SBM with low mu (i.e. strong community) with the extent and the frequency of contagion in an SBM with high mu (i.e. weak community).

	Thus we can tell which network is more resistant.

	

	

	

	I am also asking for AT LEAST 5000 word explanations but it can be more if its required about the solution, so to explain step by step what results you got and how did you do that. The essay should be fully understandable without grammar mistakes. Also the explanation should be clear step by step explanation and related to the question so the stochastic block model and erdos renyi (ER) model comparison (first and second part) IN THE FINANCIAL NETWORK AND WORLD. I also ask to show clearly the results for the question like what is happening for example in the first part if 1 random bank fails and also in the second part if the µ is changing. The results and graphs should be included with explanations. It should have a summary as well.

[bookmark: _GoBack]The raw code should have been sent in script!

If you have any question do not hesitate to ask me! Thank you for your help.
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gure 3. The benchmark case. Grey circle, extent of contagion; cross, frequency of contagion.
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To systematically investigate the impact of community
structure, we prepare an ensemble of networks with two
communities with a varying degree of strength, using the
block-model approach [37-39). First, half of the nodes are
randomly selected and assigned to community A, and the
other half arc assigned to community B. Then, (1 — )M
links are randomly distributed among node pairs in the
same community and M are randomly distributed among
node pairs that belong to different communities (see Fig. 1).
‘The parameter 4 controls the strength of the community
structure: a large value of ¢ yields more links between the
two communities and. thus, a weak community structure.
Finally, we plant the seeds in A, assuming that the diffusion
originates from the community A.

4=0.03

FIG. 1. Example of networks with different degrees of cluster-
ing 4 (0.03, 0.12, and 0.3 from left to right, respecively).
Parameters values are set to N =100, M=750, and
n=2.




