





Homework 4:  Part 2


[bookmark: CS100_Homework_#4,_Part_II]CS100 Homework #4, Part II
[bookmark: Recommending_Movies]Recommending Movies
[bookmark: _GoBack]Due: November 24, 2019, at 12 pm

[bookmark: Instructions]Instructions
Please submit your solutions to Canvas, as an R markdown (.Rmd) file. Please also knit your R markdown file, and submit the resulting .HTML file as well.
Be sure to follow the CS100 course collaboration policy as you work on this and all CS100 assignments.

[bookmark: Objectives]Objectives
To teach students about collaborative and content filtering.

[bookmark: Overview]Overview
In this assignment, you’ll be using a technique called collaborative filtering to recommend movies to users, similar to how Netflix makes movie recommenda- tions.

[bookmark: Recommender_Systems]Recommender Systems
A recommender system is a program that recommends products—ranging from movies to books to clothing to news articles to search queries—to users. Promi- nent examples of companies that use recommender systems are Spotify, to find you songs like the songs you often listen to, and Amazon, to find you books (and many other products!) that you might like.
Netflix is famous for the efforts they spent developing and refining their recom- mender system. From 2006 to 2009, Netflix “crowdsourced” an algorithm to boost their sales and improve customer satisfaction. What this means is that they invited anyone (without any connection to Netflix) to submit code that would predict user ratings for movies, and they offered a large monetary prize
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($1 million!), to any team that could best Netflix’s own algorithm by more than 10%. It was a high bar, but BellKor’s Pragmatic Chaos team succeeded.
Most recommendation systems follow one of two models: either collaborative filtering or content filtering. Collaborative ftltering collects a large amount of user data—behavior, preferences, etc.—and analyzes it, predicting what users will like based on the behavior of other similar users. Content ftltering, on the other hand, assigns keywords or descriptive tags to items, and then recommends items to users based on item similarity.
Netflix is actually a hybrid recommender system: it uses both collaborative filtering and content filtering. It can first use collaborative filtering to determine that Anna and Erin have similar taste in movies. Then, through content filtering, it can discover that “Toy Story,” which both of them liked, is categorized under the same set of genres as “Inside Out,” which neither of them has seen. If it then goes on to recommend “Inside Out” to both of them and they both love it, everyone wins.

[bookmark: Data]Data
The “ratings.csv” file found here contains users’ ratings of movies.

[bookmark: Collaborative_Filtering]Collaborative Filtering
Your goal in this problem is to create a similarity matrix between movies, based not on their content (e.g., genres) as in Part 1, but instead based on their user ratings.
[image: ][image: ]To do so, load “ratings.csv” into an R data frame, say ratings. This file is  very large, so we recommend truncating your ratings data frame. You set a hard limit using ratings <- head(ratings, n) for some value of n as large as your computer can accommodate (e.g., 4000). Or, you can set a limit based on “userId”: e.g., ratings <- ratings > filter(userId < 20). In either case, the larger your data frame, the better your recommendations will be, but the slower your code will run.
From the truncated ratings data frame, create a matrix with users as rows, and movies as columns. Call it mat. The entries in this matrix should be mostly 0s, since most users have not seen most movies. But if the user has rated a movie, the entry in the matrix corresponding to a user (row) and movie (column) should be the user’s rating of that movie.
After creating this ratings matrix, you can then use the cosine function in the lsa package to create a similarity matrix based on cosine similarity as follows: cosine(mat). Note that the cosine function calculates similarities among columns in a matrix, not rows.
The similarity matrix is not that informative without the movie titles, so set the row and column names to be the movie titles. Hint: Use the match function to





find the indices of ratings$movieId in movies$movieId.
Use the View command to view the similarity matrix. Clicking on a column sorts the data by that column, and clicking twice sorts the data by that column in descending order. Click on three columns of your choice, and for each, report the five movies that are most similarly rated by users. Do you agree with these recommendations?

Recommendations for you!
If we transpose mat, the rows (movies) become the columns, and the columns (users), the rows. Do this, using the t function applied to mat (i.e., tmat <- t(mat)), and then create a similarity matrix among users (cosine(tmat)), rather than movies. As above, use the View command to view the similarity matrix.
This matrix might tell you, for example, that user 7 is most similar to user 4. This information is interesting/useful, because when user 7 asks for a movie recommendation, the system can recommend movies that user 4 rated highly, and that user 7 has not yet seen.
Manually add a new row to the user-movie matrix that contains your own movie ratings. The more movies you rate, the better your recommendations will be, so try to rate at least 5, but preferably 10. Repeat the steps above to calculate a new similarity matrix among users, including yourself. You can now see which users rate films most similarly to you! Finally, ask the system to recommend movies for you based on the ratings of the user (or users) who is (are) most similar to you.
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